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Matt Rechenburg

● Member of the openMosix community

● openMosix developer -> openMosixview

● Freelancer, working for Qlusters



● Monitoring openMosix

● adminstrating openMosix

● running applications on openMosix

● the openMosixview project

● the gomd project (featuring Gian Paolo)

● usefull utilities and examples

● Time for discussion



Monitoring in general.. exactly,what is going on ?



Monitoring in detail

the openMosix commandline monitoring utilities

● mosmon

● the /proc/interface

● contributed tools -> mps + mtop







The openMosix API

● user + programming interface to openMosix

● provides functions to get/set values

● Available in several programming languages



Administrating openMosix

the openMosix commandline administration utilities

● mosctl (basic administration)

● mosrun (running applications)

● setpe (configure cluster-map)

● migrate + miggroup (manual process migration)



User + account management

● using NIS

● home directory on oMFS/NFS

● user permissions in the cluster



Time syncronisation

● using NTP

● Using rdate



ssh/rsh access to the cluster-nodes

● not needed for openMosix at all

● needed for openMosixview

● usefull for administration

● security aspect in untrusted networks



Checkpointing on openMosix

● install chpox and add the chpox module

● register processe and its libraries

● sequential dump process state to file(s)

● restore process from dump-file

--> full-migration of processes possible



openMosix calibration & tuning

● io and/or cpu intensive applications

● decay value / load-statistics

● speed value

● locking processes



openMosix hardware tuning

● increasing the network bandwith + latency

● increasing the processor power

● increasing the number of nodes



Running applications on openMosix

● decentralized concept -> no master-node

● applications installed once on one node

● applications can be started on any nodes



Application data / storage

● using oMFS

● using NFS

● using ogfs/GFS

● using lustre

--> openMosix and oMFSDFSA



Parallel applications on openMosix

● consists of more than one process

● starts processes on every cluster-nodes

● uses own communication mechanism

● mostly uses special parallel library



running PVM applications on openMosix

● master/slave concept of PVM applications

● static load/process assignment by PVM

● dynamic loadbalancing by openMosix

● minimizes the configuration needs for PVM



MPI applications on openMosix

● MPI standart and implementations

● similar master/slave concept as PVM

● multiple program single data (MPSD)

● limitations and common pitfalls

● openMosix patch to MPICH



openMosix and sequentiel applications

● parallelization of the problem to solve

● splitt into subtasks by splitting data

● run as MPMD (multiple program multiple data)

● forking using the openMosix API



the openMosixview project      

● intuitive GUI

● supports all common used actions

● QT based user interface

● 8 usefull monitoring applications

● easy to install



the main openMosixview application window



the configuration dialog



advanced execution



openMosixprocs, a graphical "top"



migration dialog



About remote processes



the openMosixanalyzer (load)



the openMosixanalyzer (memory)



node overview



openMosixhistory



the openMosixmigmon



3dmosmon by Johnny Cache



openMosixWebview by Ramón Pons Vivanco



additional usefull utilities

● oMApplet
● KludgeKollection
● wmomload
● various bootable openMosix CD's
● openMosixLoaf
● Gentoo and Debian packages
● openMosixblaster
..... and many more



summary and conclusion

● transparent clustering for users and adminstrators

● easy to control and monitor, lots of tuning options

● provides speedup for almost any application

● lots of contributed projects and tools from the community

● one of the most active linux-clustering project



Question time now

? !



Thank you !! :)

and thanks to the community,
to the Fosdem-organisators and
the sponsors
-> Qlusters, Myrinet, Unesco, NASA, AMD, 
Johns Hopkins Medicine, Dolphin, 
University of Arkansas, Democritos, 
the university of Pisa 
not to mention Debian + Gentoo 

Happy clustering !


















