General openMosix Daemon

Gian Paolo Ghilardi
Matthias Rechenburg
GOMD TEAM

g3 e S @
& FOS0EM %P



What's GOMD?

GOMD stands for "general openMosix daemon".

GOMD is a daemon which executes commands and gets information from
the nodes of an openMosix cluster. It has to run on every node in order to
collect data, and it waits for commands to execute.

The purpose of the project is to provide:

= an integrated way to collect cluster statistics
a simple and well-defined format for statistics and data
easy-to-use APIs to receive raw or already-formatted statistics
new tools and/or mechanisms (i.e. SCX)
support for new interesting openMosix tools
and much more ... ©

However our primary goal is to serve the openMosix community. ©
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Access Control List (ACL)
This feature allows you to specify:

= allowed or blocked IPs/subnets
= what they can do (permissions)

clusterSnapshot (CS)

This feature collects statistics/information of all available
gomd-enabled openMosix nodes. When enabled, this facility,
generates an HTML file with the summary of the cluster, node-
by-node.
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Remote Gomd Searcher (RGS)

Known also as Autodiscovery.

The daemon is able to search for other daemons.
Found daemons are cached in a special cache file.

Secure Cluster-wide (command) eXecution (SCX)
This feature allows you to execute a command on the whole
cluster. Obviously, you need a daemon running on each
openMosix node. ©

You can specify exactly the allowed commands but you can
also set a MACRO to allow or block all of the commands $this
option is also known as “setting the default behavior”). It you
prefer, you can also execute commands on the local node only.
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Experimental stuff: support for external programs.

Chpox Support (CHP)
This feature allows you to register and dump a process via the
nice Chpox program. (status: WIP)

LM_sensors Support (LMS)
This feature allows you to get the status of some hardware
sensors including CPU temperature, fan speed, ... (status: WIP)

LoadLimit Support (LolL)
This feature allows you to easily set and control the load limit
value for each openMosix node. (status: planned)
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t weneric openMosix daemon was started

: binding port 9883 on host rejected, localdomnain
+ instance created and ready for use,

t initializing gomd subsystems, ..

t openMosix node: #1

t loading ACL ruleboolk from file,.,

t opening file: "fetc/gomd/acl.conf"

t rules map succesfully filled,

: contents of rules map

-» LOCAL_SUEBMET:ACL FULL COMTROL
loading known gonds from cache file...

: opening file: "fetc/gomd/knownGomds ., conf"
+ contents of known gomds map, . .

-» 192,168,0.4:1

t found 1 remote gomds in cache (dup discarded),
: oomds map succesfully filled,

t opening file: "fetc/gomd/scs,conf”

t commands map succesfully filled,

contents of commands map

-» SCHE_ALL_CMDS_ALLOLED : SEH HO_ACL_CHECK _RERUIRED
-» 1= fusw SEH_HD_HEL_EHEEK_REQUIRED

-» nimap 15C¥ WO ACL _CHECE, FERUIRED

-» reboot :SC¥ WO ACL_CHECK REQUIRED

frrom now all cmds are allowed!

+ connHandler support stuff initialized,

loading CHP support configuration from file,..

: opening file: "fetc/gomd/chpsupport . conf”

CHP support configuration map succesfully filled,

+ contents of CHP—=upport configcuration map...

-» CHPOX_ALL_APPS:CHPOY_DUMP_OWCE_PROC

: TIL =et to "infinite", Mo alarm activated!
t Features status,

-» openMoziz @ ges
-» 1lm_sensors i yes
- chpos 1 oues

t wond subsystens initialized,

1-Talx]

This is how the daemon
appears at startup.

You can see the status
of each loaded subsystem.

LEGEND:

INF  Debug Information

ACL  Access Control List

RGS  Remote Gomd Searcher

SCX  Secure Cluster-wide
(command) eXecution

CHP  CHPOX Support



...and now to cont
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¥ hash-2,05b4 1telnet
telnet 192,168.0.4 9559
Trying 192,165,0.4,,,

Connected to 192,168,0.4,

Escape character iz '7]',

Welcome to generic openMosix daemon at rejected, localdomain from socket 10
Here iz node #1

Timeout set fo: B0 s

gond@re jected, localdomain # get load ALL

(LOAD_OF WODE_#1:1)¢LOAD _OF WODE_#2:-101)(L0OAD OF WODE #3:-101)(LOAD_OF NODE_#4:-1013(
LOAD_OF _MODE_#5:-101)

gond@re jected, localdonain # cwc ls fusr/local

- postponing local node,, .,

Z s cid wequest { exec camd ls fusr/local } to:
- waiting for process output from renote gond, ,
gnmd@PEJected lncaldumaln ¥ hin
toc
ganss
likh
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< zhin

share

srC

| 192,168,0.4 {local nodej..,

- ahd of remcte process  output,

gond@re jected, localdonain # get netlosd ethd

(HETWORK,_LOAD 0000024 3 ( IFACE_FLAGS tup,pronisc,allmulti, moast ) (ADDRESS 1182, 168,0,4)(
SUBMET : 255,256,255, 00 (MTU: 1506}(EDLLISIDNS 03 (PACKETS_IN: 1166}(PHEKETE OuT: 11&31}{PHEK
ETS_TOTAL 1259?}(B?TEE IN:89121) (BYTES OUT: 24085233 (BYTES TOTAL :2485644) (ERRORS_IN:1)(
ERRORS_OUT:0) (ERRORS_TOTAL :0)

gond@re jected, localdonain # guit

closing session,..

Connection closed by foreign host,

7 bazh-2,050% |
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clCL L,
You can interact with the

daemon via a standard
telnet session.

In the image on the left,
you can see the execution
of some standard
commands, including

a call to the SCX facility
to propagate a command
(a simple “Is /usr/local”)
to the whole cluster.

The daemon can provide
extra information
via the excellent Libgtop
library (optional).



Whnat anout daermon clients?

Along with the daemon sources we provide some client
examples including:

= A “pure C" client

= A C++ client

= 3 QT-based client

= 3 bash script client using expect

In the future we'd like to integrate GOMD in the
openMosixView project.

Finally, the openMosixApplet now supports GOMD.



Upprojects (Contrip)
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The key idea for the gomd project is to assure bindings
for all the languages.

Actually we've 3 active sub-projects for this purpose:
= java2gomd (maintainer: Roel Baardman)

= perl2gomd (maintainer: Marco Marocco)

= oracle2gomd (maintainer: Marco Marocco) ©

Moreover we've some scripts for interacting with GOMD
via Bash. ©



Libgormnd

With the daemon, the GOMD project provides a simple library
named libgomd for fast creation of client programs.

Particularly, this library provides some handy functions to
contact a remote gomd daemon and receive the answers.

The library can be used by both C and C++ programmers.
Actually it exposes:

= some quick functions for C users
= 3 practical class for C++ programmers

The daemon itself uses this library for daemon-to-daemon
communication (for statistics/information exchange, ...). ©
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| | Mozilla Firebird Help | ] User Support Forum | | Plug-in FAQ

Applet openMosixApplet started

This is the port for GOMD of the openMosixApplet.
This Java2 applet uses Jason J. Simas' oustanding Chart2D library to monitor the status of
an openMosix cluster, in REAL TIME! This is the real-time (“standard™) mode ...
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Applet openMosixApplet started

... While this is the history mode (values are averages of all nodes).
The applet supports all basic openMosix infos (cpus, loads, memory status, ...).
It's provided in a single JAR file for easy deployment.



We are always in search of fresh forces.
Please consider to join the GOMD team.

For more info, visit:
http://www.nongnu.org/gomd



That's all folks!

Thank you! ©



